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ABSTRACT 

Feature extraction is a crucial part of many MIR tasks. 
Many manual-selected features such as MFCC have been 
applied to music processing but they are not effective for 
music genre classification. In this work, we present an 
algorithm based on spectrogram and convolutional neural 
network (CNN). Compared with MFCC, the spectrogram 
contains more details of music components such as pitch, 
flux, etc. We use feature detector as filter to convolve 
spectrogram to get four feature maps, which can catch 
trends of spectrogram in both time and frequency scale. 
Then sub-sample layer is applied to reduce dimension 
and enhance resistance to translation in pitch and tempo. 
Finally the extracted high-level features are connected to 
a multi-layer perceptron (MLP) classifier. A classification 
accuracy of 72.4% is obtained on Tzanetakis dataset by 
uing the proposed features, which performs better than 
MFCC.  

1. INTRODUCTION 

Music genre classification task has a wide scope of appli-
cations. Since 2002, many manual-selected low-level 
acoustic features have been proposed. Tzanetakis [1] and 
Fu [2] reviewed the current low-level features and mid-
level features and summarized their performances on ge-
nre classification. Since the single manual-selected fea-
ture can not reach high classification accuracy, Bergstra 
[3 ] used aggregate features and adaboost classifier to 
realize genre classification. Fu [4] discussed several fea-
ture-level and decision-level combination methods. Their 
experiments showed combinational features performed 
better than single feature.  
In recent days, deep learning methods have been used in 
extracting features. Hamel [5] proposed a feature extrac-
tion system using Deep Belief  Network (DBN) on Dis-
crete Fourier Transforms (DFT) of audio and use no-
linear SVM as classifier. Andrew Y. Ng [6] used shift-
invariant sparse coding  (SISC) to learn a succinct high-
level representation of the inputs. Andrew Y. Ng also 
used convolutional deep belief networks (CDBN) to clas-
sify audios.  
In this paper we propose to use convolutional neural net-
work on spectrogram. Compared with traditional features 
like MFCC, spectrogram contains all the details of music. 

First we retain only the amplitude of spectrogram and 
discard the phase of spectrogram.  Then use feature de-
tectors (filters) to convolve the spectrogram and get fea-
ture maps. Then a sub-sample layer is applied to reduce 
the dimension. Finally, the extracted features are conca-
tenated and connected to a multi-layer perceptron (MLP).  

2. CONVOLUTIONAL NEURAL NETWORK 

The Convolutional neural network (CNN) was first used 
in digit recognition, which is a variation of MLP inspired 
by biology. CNN combine three architectural ideas to en-
sure some degree of shift, scale, and distortion invariance: 
local receptive fields, shared weights, and sub-sampling. 
These concepts can be modified and used in music classi-
fication based on convolution of spectrogram.  

2.1 Receptive Fields & Feature detector 

The concept of receptive fields was first discovered by 
Hubel and Wiesel in cat's visual system. We use local 
feature detector (filter) to imitate receptive fields. In im-
age processing, the local feature detector  can be applied 
to the entire image. The output is the convolution of input 
image and the feature detector. We may have several fea-
ture detectors to seize different kind of edges. Each out-
put of a feature detector is called a feature map.  

In audio processing, we can get a spectrogram by apply-
ing Short-time Fast Fourier Transform (SFFT) on a piece 
of music. The horizontal axis and vertical axis represents 
time-scale and frequency-scale respectively. In the spec-
trogram, the harmonic component has fixed pitch so is 
continuous in time scale. The percussion component is 
instantaneous so spectrogram is continuous in frequency 
scale. Tradition features like MFCC is obtained from a 
single frame so it lacks ability in dynamic analysis. We 
introduce the variation of CNN inspired by image 
processing to spectrogram to solve this problem. First, we 
introduce the feature detector. They are some small 
blocks of size r*r, shown in Figure 1. The black point 
represents 1 and white point represents 0. Each of the fea-
ture detector can capture different kinds of features in 
spectrogram, as follows:  

 
Figure 1. Feature detectors. 
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Fig.1(a) capture percussion component. Fig.1(b) capture 
down slide component. Fig.1(c) capture harmonic com-
ponent. Fig.1(d) capture up slide component.  

Then we apply convolution operation on spectrogram us-
ing these filters, then we get four feature maps, as shown 
in Fig 2. Because different genre will have different of 
these components, so it is reasonable to use these filters 
to obtain high-level feature.  

 

Figure 2. Structure of  convolution neural network. 

2.2 Sub-sample Layer 

Once the feature map is obtained, we apply a sub-sample 
layer on each of the feature map. There are two reasons 
for explaining the sub-sample layer. One is that Applying 
a sub-sample layer can reduce dimension. If we use the 
original feature map directly, then the number of weights 
will be very big. Another reason is the output of a sub-
sample layer can be invariant to translation of pitch offset 
and tempo shrinkage and extension.  

We use a s*s maximum sub-sample matrix on each of 
feature map. So the number of weights will decrease to     
of original. There are many sub-sample strategies besides 
maximum operator. We choose maximum operator be-
cause it is the simplest to implement. The sub-sample 
layer  is shown in Figure 2.  

Finally the output of sub-sample layer is connected to 
multi-layer perceptron (MLP). 

3. EXPERIMENTS EVALUATION 

We use Tzanetakis1 dataset to evaluate our algorithm. 
This dataset consists 10 genres and each genre contains 
100 30-second audio clips.  

Our experiment tests MFCC, FFT, CQT and COV_FFT 
on Tzanetakis' dataset using 2-fold cross-validation. 
COV_FFT is the feature extraction method proposed in 
our paper.  Because there is no parameter to configure in 
softmax model, so it is suitable to judge whether a fea-
ture is good or not. We will provide both softmax regres-
sion and multi layer perceptron on these features. The 
results are shown in Table 1.  

Features Accuracy 
MFCC+SM 34.4% 
CQT+SM 51.4% 
FFT+SM 55.6% 

COV_FFT +SM 66.4% 
MFCC+MLP 46.8% 
CQT+MLP 57.4% 
FFT+MLP 64.2% 
COV_FFT+MLP 72.4% 

Table 1. Accuracy of different features using softmax 
(SM) and multi layer perceptron (MLP). 

Table 1 shows the performance of COV_FFT > FFT > 
CQT > MFCC. The accuracy of our method using CNN 
is 72.4% which is best in our experiment.  

4. CONCLUSION 

In future work, we will continue investigating convolu-
tion neural network using learned feature detectors. The 
feature detector in our paper is still manual-selected. We 
are interested in how to learn the feature detectors. This 
may result in a better result than our current method. Fi-
nally, we will investigate the performance using more 
layers in CNN. It may be possible to get more abstract 
and higher-level feature using more layers.  
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